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Abstract. Smart cards are used in critical application areas. This means
that their software should function correctly. Formal methods are indis-
pensable in obtaining high quality systems. This paper presents a case
study on the use of formal methods in specification-based, black-box test-
ing of a smart card applet. The system under test is a simple electronic
purse application running on a Java Card platform. The specification of
the applet is given as a Statechart model, and transformed into a func-
tional form to serve as the input for the test generation, -execution, and
-analysis tool GAST. Several test runs were conducted, completely au-
tomatically, and altogether consisting of several millions of test events.
The tests were applied on an (assumed to be) correct applet implemen-
tation, as well as on some error-seeded implementations. They showed
that automated, formal, specification-based testing of smart card applets
is feasible, and that errors can be detected.

1 Introduction

Smart cards Smart devices play an increasingly important role in many appli-
cations in electronic banking, telecommunication, identity determination, etc.
These kind of applications put high requirements on the quality of such devices,
in particular on properties like safety, security, and interoperability. This even
more applies to open smart devices where multiple applications can dynamically
be put on a single device, which may lead to many forms of intended and un-
intended interaction between those applications. These multi-application cards
commonly contain a Java Card virtual machine, which is able to execute Java
Card applets [Che00]. Each application is then implemented as a separate ap-
plet. In this paper we will consider the functional correctness of such a Java
Card applet: a simple electronic purse application.

Formal methods Formal methods refer to the use of mathematical and logical
techniques to specify, model, and reason about systems. This allows to give
formal proofs of properties, e.g., safety or security properties, with mathematical
rigor, thus increasing the confidence in the correct functioning of systems. Formal
methods are expected to play an increasingly important role in guaranteeing the



quality of smart devices. Smart devices, on the one hand, are used in very critical
and secure environments so that their correctness is of utmost importance. On
the other hand, smart cards and the applications running on them are sufficiently
small to make a complete formal treatment with current day formal technology
feasible.

The behavior of our simple purse application is modeled with a Statechart
[UML], which, in turn, is expressed in the formal, functional language CLEAN
[PvE]. This CLEAN expression then serves as the formal specification of the
simple purse application.

Testing Testing is an important, in practice even the dominating technique to
check the correctness of systems. Testing consists of performing, in a controlled
way, experiments on a system under test in order to see whether the system
has the desired properties. Traditionally, testing is performed using informal
methods, i.e., tests are manually developed based on some informal, natural lan-
guage description of the system specification, and also test results are manually
analyzed and judged. Such a testing process is laborious and error-prone, and
moreover the natural language specifications often lead to ambiguities and mis-
interpretations about the system’s required properties. And, if the requirements
are not clear, it is, of course, difficult to test whether the system does what it
should do.

Formal testing In formal testing the starting point is a formal specification,
which prescribes the required properties of the system under test. The system
under test itself is seen as a black box, without internal detail, and communi-
cating with its environment via its interfaces. Testing is used to check whether
the system has the formally specified properties. To achieve this, test cases are
algorithmically generated from the formal specification. A test case specifies the
experiment to be performed to check a property, or part of a property. Since the
system under test is seen as a black box, the test must be expressed in terms
of stimuli (inputs) and responses (outputs) on the system’s interfaces. During
the execution of the specified experiment, preferably using some automated test
environment, the test results are analyzed, again algorithmically, with respect
to the formal specification.

Formal testing alleviates two problems of traditional testing. First, the for-
mality of the specification reduces the ambiguities and misinterpretations about
the system’s required properties. Secondly, formal specifications allow algorith-
mic generation of test cases and analysis of results, thus making it possible to
automate the whole testing process. That is what we will pursue in this paper.

There are different approaches to formal testing, mostly depending on the
formalism in which the specification is expressed. Examples are testing with
finite state machine specifications [LY96], testing where the program under test is
seen as a function [KATPO03], testing based on transition system models [Tre99],
testing using abstract data type specifications [Gau95], model based testing using
abstract state machines [BGNT04], and others. For most of these approaches test



tools have been developed to support and automate the formal testing process
[BFS04].

Testing and verification Formal verification and testing are complementary tech-
niques for analysis and checking of properties of systems. Whereas verification
aims at proving properties about systems by formal manipulation on a mathe-
matical model of the system, testing is performed by exercising the real, execut-
ing implementation (or an executable simulation model). Verification can give
certainty about satisfaction of a required property, but this certainty only ap-
plies to the model of the system: any verification is only as good as the validity
of the model on which it is based. Testing, being based on observing a finite set
of system behaviors, which for any realistic system is only a very small subset
of all possible instances of system behavior, can never be complete: testing can
only show the presence of errors, not their absence.

But since testing can be applied to the real implementation, it is useful in
those cases where a valid and reliable verification model is not available. This
can occur when the system is too large or too complex to make a complete
verification model, when the system is a combination of formal parts and parts
that are difficult to be formally modeled, e.g., physical devices, or an operating
system, or when the structure or code of the system are not accessible, e.g., in
case of proprietary code. Even when a model is available and formal verification
is applied, testing is the technique to show that the model is valid, and that the
real system conforms to the model.

For our simple purse application we have a formal specification, viz. the Stat-
echart or CLEAN specification, we have the Java Card source code of the applet
implementation, and, when necessary, we can have the Java Card byte code. This
means that we could formally have verified the applet code in isolation with re-
spect to the specification. We do not have the code of the Java Card execution
platform: it is proprietary. This means that we cannot verify the execution plat-
form, nor the combination of applet and execution platform. With testing we
check the combination of applet, execution platform, and card hardware, i.e., we
test whether the applet correctly communicates with the card environment.

Goal The purpose of this paper is to report about an experiment of automatic,
formal specification-based testing of a Java Card applet. The aim of the ex-
periment is to investigate the feasibility of formal testing, to show that indeed
(inserted) errors can be detected in such an applet, and to compare with other
testing approaches for smart cards.

The test set-up The applet that we test is the simple electronic purse application,
implemented as a Java Card applet with a limited set of methods like asking the
value on the card, debiting, crediting, etc. The applet is executed on the CREF
Java Card simulation platform, which is part of the Java Card Development Kit
[JC]. Using a simulation environment allows easy modification of the applet,
e.g., seeding it with subtle bugs, whereas it does not restrict the generality of
the experiment: all communication between the simulation environment and the



test tool occurs via the standardized ISO-7816 protocol [ISO97], so that the
simulation environment could be replaced by a real smart card without any
other changes.

To automate the testing process we use the test tool GAST [KATP03,KP04].
GAST is a test generation, -execution, and -analysis tool which takes proper-
ties expressed as functions in CLEAN, generates test input data based on the
types occurring in those properties, sends these input data to the applet un-
der test on the simulation platform, catches the return values from the applet,
and checks whether these values satisfy the properties. The input to GAST is a
CLEAN representation of the specification Statechart, and then all these steps
are automatically performed in an ”on-the-fly” fashion. ” On-the-fly” means that
test generation, -execution, and -analysis are alternatingly performed, only as
far as needed, and that no explicit test case is generated.

An important practical aspect of automatic testing is connecting the test
tool, i.c. GAST, to the system under test, i.c. the simulation platform running
the applet. No general solution is available for implementing this part of the test
tool, which is sometimes referred to as ”glue software”, or ”test adapter”. In our
case it means that the ISO-7816 and TLP-22/ protocols had to be implemented
manually in the test tool.

Using all these ingredients a couple of test runs were executed, both with
an (assumed to be) correct applet implementation, and with some error-seeded
implementations.

Overview The case, the simple electronic purse application, and the test tool,
GAST, are described in Sect. 2 and 3, respectively. Sect. 4 gives the formal
specification of the electronic purse in the input formalism for GAST. Then the
test architecture is described in Sect. 5: the set-up of components that allows
tests to be performed. The tests and their results are presented in Sect. 6. Finally,
Sect. 7 and 8 discuss related work, conclusions, and possible future extensions.

2 Case Study

To demonstrate our testing methodology we use a simple electronic purse appli-
cation as a case study. This section describes the application. The basic events
which the electronic purse can receive are:

— set an initial value n via setValue(n)

— query the actual value via getValue()

— pay an amount of n via debit (n)

— authenticate with a pin via authenticate(pin) before charging the card
— charge the card with an amount of n via credit (n)

— reset the card using a puk via reset (puk)

All these events are input events for the card, because they are triggered by the
terminal, i.e., they are sent from the terminal to the card. To every input event,
the card answers with a corresponding output event; these are:



— acknowledge an operation via ack(n)
— report an error via error (n)

Figure 1 shows the specification of the purse, modeled as a Statechart.

setvValue(n) [n > MAXVALUE]

/ error (INV_PARAM)
Uninitialized

setValue(n) [n <= MAXVALUE] reset(puk) [puk ok]
/ ack(OK); value := n; tries := 0 / ack(0K)

authenticate(pin) [pin ok && tries < 5] getvalue()

/ ack(0K) ‘r JQ/ ack(value)
Initialized A —
credit(n) [value+n <= MAXVALUE] debit(n) [value-n >= 0]

/ value += n; tries := 0; ack(OK) / value —= n; ack(0K)

/ debit(n) [value-n < 0]

credit(n) [value+n > MAXVALUE] / error(INV_PARAM)

/ error(INV_PARAM) authenticate(pin) [wrong pin && tries < 5]
/ error(INV_ID); tries ++
authenticate(pin) [tries >= 5]

/ error(INV_ID);

Authenticated |

reset(puk) [wrong puk]
/ error(INV_ID)

Invalid

Fig. 1. Statechart model of the purse applet.

The transition labels between two states s; and so are of the form:

i lg] / act
§] ———

with 7 being an input event, g being a guard, and act representing a sequence of
actions. We exemplify the semantics with this transition:

credit(n) [value+n < MAXVALUE] / value +=n; tries:=0; ack(OK)
Authenticated Initialized

Here, the input event ¢ equals credit (n). All events can pass values via variables,
in this case the variable n is of type unsigned short!, and represents the amount
of money to be added to the card’s value due to a charge operation. The actual
value of the card is saved in the variable value. A transition can only fire when
the corresponding guard g holds. Every card has a maximum value, represented
by the constant MAXVALUE. The guard says, that one can only increase the value of
the card by n, when the new amount value+n does not exceed MAXVALUE. Finally,
act is a sequence of actions to be performed when the transition fires. At least
one output event, here ack (0K), must be performed. Additionally, variables can
be set to new values. The actions are executed in the sequence they are written,

! the applet checks an unsigned short for being non-negative. We abstract from that
in the statechart to keep it concise.



separated by semicolons. In this case, the variable value is firstly incremented
by n, then the tries variable is reset to zero, and finally an acknowledgment is
sent to the terminal.

At first, the card is in the Uninitialized state. It then is initialized by the
credit institution, which issues the card to the customer by putting a certain
amount n of money on it via the setValue(n) event.

In the Initialized state the customer can query the actual value via the
getValue () event, or pay with the card via the debit (n) event. To increase the
value, one must first authenticate at a terminal with a card-specific PIN, leading
to the Authenticated state. Being in that state, one can add money via the
credit(n) event, leading back to the Initialized state.

The card checks that its value does not exceed the MAXVALUE. Furthermore
there is a maximum of five tries to enter the PIN. From the sixth wrong try on,
one can no longer credit the card. The only solution is now to bring the card
back to the credit institution and enter a reset code, called puk. If this code
is entered correctly, the card goes back to the Uninitialized state and can be
re-initialized via the setValue (n) event. If the PUK is entered wrongly, the card
goes to the Invalid state and can not be used anymore.

Two kinds of erroneous events can be sent to the card. Firstly, a syntactically
correct input event that is not specified for the actual state may occur, e.g., a
credit(n) when the card is in the Initialized state. Such an unspecified input
event is called an inopportune event, and the response of the applet should be an
error message error (INV_CMD), whereas the applet remains in its actual state.
Furthermore, a syntactically incorrect event that is not specified at all may occur,
e.g., a command-APDU with a non-existing event-code. This is also implicitly
assumed to lead to an error message, while the card stays in its actual state.

3 The Test Tool GAST in a Nutshell

3.1 Testing of functions with GasT

The test tool GAST performs automatic test generation, -execution, and -analysis
[KATPO03,KP04]. To do this, GAST basically has two functionalities: generating
input data for the system under test, and checking properties specified to hold
for the output data.

For the first functionality, GAST implements a generic algorithm to enumer-
ate the elements of an arbitrary algebraic data type (ADT). Since the list of
all elements of a recursive type is infinitely long, lazy evaluation is employed to
generate only the fraction of this list that is actually needed. The elements are
ordered from small, without recursive constructors, to large, with much recur-
sion. Pseudo random numbers are used to make slight permutations in the list
of elements. The unique feature is that GAST can do this for an arbitrary ADT;
it does not need any further indication on how data is constructed.

This systematic generation of elements is secondly used to test specified prop-
erties stated in first order logic. In this paper we use a subset of first order



formulas of the following form:
Y =Va1Vay ... Vo, ¢

with 1 having no free variables and ¢ being quantifier-free?. For the model of
¥ must hold that the universes of the (typed) variables x; are given as ADTs,
and, of course, the functions must be computable. Both are guaranteed by the
fact that GAST is implemented in the functional language CLEAN [PVE].

The formula v states, that for every possible valuation of the variables x;
the formula ¢ must hold. In the case of infinite universes we also have infinitely
many valuations, therefore not all possible values can be tested (which would
accord to a proof of 1). Hence, only a finite subset of the valuations is tested.
Due to the generation of values from small to large, this subset includes the
common boundary values for recursive types.

If a valuation is found such that ¢ does not hold, it is proven that also 1 does
not hold, and the testing can stop; the property is falsified and a counterexample
has been found. Otherwise it stops when a given upper bound of test cases
is reached. Then 1 is not proven, but at least the confidence in its validity
has increased. This corresponds to the famous dictum by Dijkstra: Testing can
never demonstrate the absence of errors, only their presence. For finite universes,
however, GAST is able to prove properties.

As a simple example think of the presumably most famous ADT — a stack.
Given a stack implementation GAST can be exerted to test properties like:

ViVs ((Top(Push(i,s)) =14) A (Pop(Push(i,s)) = s))

or:

Vs(size(s) #0 — size(s) > sz’ze(pop(s)))

with, for example, i being an integer, and s being a stack of integers. GAST will
start creating stacks with increasing size in a way that avoids duplicates. For
the integers, the pseudo random number generator is used after some predefined
boundary tests, like -1, 0, 1, have been applied. If the implementation is correct,
GAST will not find a counterexample, and will stop after the given number of
test cases. Given a wrong implementation and a sufficiently high upper bound,
a counter-example will be found.

The implementation of the stack may be written in the same language as in
which the properties are stated, i.e., CLEAN, but the implementation can also
be written in another language, to which CLEAN can connect, e.g., C. In this
case, routines have to be added to convert the C stack to a CLEAN stack, and
vice versa.

More details about GAST can be found in [KATP03,KP04].

2 The use of existential quantifiers is, in principle, allowed, but leads in the case of
infinite universes to semidecidability, which means that truth of an expression needs
to be approximated sometimes.



3.2 State-Based testing with GAST

In order to test the Java applet the approach described above has limited power.
It is possible to specify and test some specific properties, e.g., supplying the
input setValue(n) in the initial state followed by a getValue() should yield
an answer containing the same value n. It is, however, very tiresome to make a
more or less complete set of tests in this way, which also takes into account the
state behavior of the purse.

To allow for so called state-based testing, GAST has been extended to deal
not only with first order properties, but also with specifications given as Ex-
tended Finite State Machines (EFSM). Such an EFSM comes quite close to the
Statechart of Figure 1.

An EFSM consists of states with labeled transitions between them. A tran-
sition is of the form s; ——s So, where s1,so are states, ¢ is an input which
triggers the transition, and u* is a, possibly empty, list of outputs. Like for the
properties described above, the domains of the inputs, outputs, and states can
be given by arbitrarily complex, recursive ADTs. This constitutes the main dif-
ference with traditional testing with EFSM’s; see, e.g., [LY96], where for the
testing algorithms to work all domains must be finite. Moreover, traditional al-
gorithms require a deterministic EFSM, as opposed to GAST, and they usually
do not consider lists of outputs including the empty one to mimic the absence
of output, but this last restriction is, of course, trivially removed.

A GAsT-EFSM is specified by a function that associates to each combination
of current state and input a list of possible transitions. Each transition yields
a pair of the list of outputs and the new state. When the list of transitions
for a particular state and input contains more than one pair, the specification is
nondeterministic. An implementation is then free to choose any of these specified
pairs. If no transition is specified for a particular state and input the EFSM is
underspecified, or incompletely specified. In this way, GAST is able to handle
partial specifications. By specifying an EFSM as a function over arbitrary ADT’s
GAST avoids the state-space explosion problem, from which traditional (test)
tools suffer, since these tools firstly transform any EFSM into an equivalent
FSM by enumerating all, necessarily finite, data domains.

Inside GAST the generation of input sequences is separated from checking of
the observed output behavior for these input sequences. This has the advantage
that it is very easy to experiment with different strategies of generating input
sequences. Some obvious choices for input generation are:

1. Since input sequences are just lists of elements, i.e., an ADT, GAST is able
to generate these lists automatically and systematically. Before applying the
next input symbol GAST checks whether it is appropriate in the current
state of the specification. If not, the input is rejected, and testing continues
with the next input sequence. This approach has as advantage that if an
error pops up, one of the shortest paths to this error is found. This makes
analysis of the error as easy as possible. For implementations that are slow
compared to GAST, like the case study treated in this paper, GAST is able



to test only the input sequences that can be completely executed according
to the specification.

2. If the specification is known to be an FSM GAST is able to generate input
sequences that visit all transitions in the FSM. In order to check that the
final state of each transition is correct, such a sequence is extended with
a checking sequence, e.g., a Distinguishing- or UIO-sequence [LY96]. Such
sequences must be supplied manually.

3. Instead of the standard generic generation of input values, the tester can
manually define his/her own list of values. This can be used to check specific
properties, or to exclude undesirable inputs. In the case study this is used to
ensure that the pin used for authentication is correct in one of 8 situations,
instead of having a chance of one out of 232, Another example is to focus
on checking the applet’s security by generating specific input sequences that
consist of a setValue followed by a long list of Authenticate’s with random
pins.

4. Finally, the specification can be used by GAST to generate long lists of inputs
that correspond to valid transitions in the EFSM. This is the way to discover
errors that pop up after a large number (e.g., 1000) of transitions.

In order to start each input sequence in the initial state it is required that
the system under test (SUT) can always be brought back to its initial state. If
this is not the case, GAST can easily be configured to construct paths starting
in a different state than the initial one. Again, the generation stops when a
given upper bound is reached. When a test case has passed the SUT, i.e., the
observed outputs match the ones specified in the EFSM, the next test case is
generated and applied. If a non-conformance is detected, the test is aborted, and
the counter-example is reported.

4 The Purse Specification for GAST

Before starting to test with GAST, the Statechart specification of the simple
electronic purse in Fig. 1 must be expressed as an EFSM in CLEAN, the input
language for GAST. This section gives the details of this transformation. It can be
skipped, without consequences for reading the remaining sections of the paper,
by readers not interested in this transformation.

The Statechart specification of a Java Card application, like the one for the
electronic purse, can be transformed directly into CLEAN following the principles
explained in Sect. 3.2. We define a special ADT for the states, one ADT for the
inputs, and an ADT for the outputs:

:: PurseState = NotInitialized | Initialized Short Short
| Authenticated Short | Imnvalid

: Purselnput = Reset Puk | SetValue Short | Debit Short
| GetValue | Authenticate Pin | Credit Short
= Ack Short | AckOK
|

ErrorINV_PARAM | ErrorINV_ID | ErrorINV_CMD

:: PurseOutput



The use of algebraic data types has several advantages. First, the use of
ADT’s enables us to write very concise specifications, and to have an almost one-
to-one mapping to Statechart models. Secondly, the use a special algebraic data
type for inputs enables GAST to systematically generate all possible sequences
of inputs. Last but not least, the use of these types enables the CLEAN compiler
to check that the specification is well typed.

The actual specification is the function purse that takes the current state
and input as an argument and produces a list of tuples describing the allowed
transitions. Each tuple contains the new state, like NotInitialized, and a list
of outputs, like [AckOK]. The square brackets transform the constructor AckOK
to the singleton list containing only this output. Since the specified applet is
deterministic, there is no function alternative that contains a list of more than
one tuple describing a new state and output.

CLEAN is a lay-out sensitive language. It does not use keywords for then and
else, instead the then-part is placed on the next line, and the else-part on the
line below.

purse :: PurseState PurseIlnput -> [(PurseState, [PurseOutput])]

purse NotInitialized (SetValue n)
= if (n >= 0 && n <= MAXVALUE)
[(Initialized O n, [AckOK])]
[(NotInitialized, [ErrorINV_PARAM])]

purse (Initialized tries value) Reset
= [(NotInitialized, [AckOK])]

purse (Initialized tries value) GetValue
= [(Initialized tries value, [Ack value])]

purse (Initialized tries value) (Debit n)
= if (n >= 0 && n <= value)
[(Initialized tries (value - n), [AckO0K])]
[(Initialized tries value, [ErrorINV_PARAM])]

purse (Initialized tries value) (Authenticate pin)
= if (tries < 5)
(
if (pin == PIN)

[(Authenticated value, [AckOK])]
[(Initialized (inc tries) value, [ErrorINV_ID])]

)

[(Initialized tries value, [ErrorINV_ID])]

purse (Authenticated value) (Credit n)
= if (n >= 0 && n <= MAXVALUE - value)
[(Initialized zero (value + n), [AckOK])]
[(Authenticated value, [ErrorINV_PARAM])]

10



purse state any = []

The CLEAN code for the specification is very close to the Statechart model,
leaving little room for errors. Only one of the issues encountered during the de-
velopment and testing of the applet was due to a mistake in this transformation
from the Statechart to the specification in CLEAN. Automating the transforma-
tion would help prevent such errors. Still, such a tool would require a hand-
written formal specification, which might contain the same kind of mistakes as
programming the specification in CLEAN.

The code for the specification as shown above only specifies how the applet
should respond to correct inputs, and is therefore incomplete. Insiders can see
this from the last line of the CLEAN code, which states that there are no transi-
tions possible from any inputs on any state that are not handled by lines above
the last. To make sure that the applet does not allow transitions (inopportune
input events) that are not specified by the model, the CLEAN code can easily be
made complete. Changing the last line of the code into

purse state any = [(state, [ErrorINV_CMD])]

specifies that the applet should output error (INV_CMD) for inputs on states
that are not present in the model, and stay in the same state as it was before
the input.

5 Testing Java Cards with GAST

The tests, which will be described in Sect. 6, have been executed using the test

architecture of Fig. 2.

GAST
Dat a Dat a
IUT Generation Anal ysi s
Java Card Appl eAt \
f\ﬁ rtual Machi né ‘ Adapt er ;
CREF ! 1SO 7816  i|e------- [ APDUs f-------=|1 1SO 7816 |
TLP 224  leoio. TLP PDUS------—-= |  TLP 224 |
”””””” TP/ P 3

Fig. 2. The general testing framework.

The implementation under test, IUT, is the Java Card applet implementing
our simple electronic purse. To make testing easier and more flexible, we used

11



a simulation platform to execute the applet. The simulation environment was
the C-language Java Card Runtime Environment (CREF), which comes with
the Java Card Development Kit [JC]. CREF simulates a Java Card technology-
compliant smart card in a card reader. It further consists of a Java Card Virtual
Machine, and communication protocol entities to allow communication between
the applet and the outside world. This communication uses special smart card
protocols as specified by ISO-7816-4 and TLP-224 [ISO97], on top of a TCP/IP
stack.

To communicate with the applet under test, GAST was enhanced to be able
deal with these typical smart card communication protocols ISO-7816-4 and
TLP-224. On top of these protocol entities an Adapter, also referred to as ”glue
code”, was implemented. The Adapter transforms the high level inputs, gener-
ated by GAST, and represented as CLEAN data values, into the low-level APDUs,
coded as appropriate byte codes, and then sent according to the ISO-7816-4
protocol. Vice versa, the Adapter decodes the APDUs received from the applet
under test to CLEAN data values, which are then analyzed and checked by GAST.

For data generation and analysis GAST uses the CLEAN EFSM specification,
which was developed in Sect. 4. Except for the access to TCP /IP, the right-hand
side of Fig. 2 was implemented in CLEAN.

The use of a simulation platform for testing is not a restriction with respect
to testing of real smart cards. Since only standardized protocols are used, GAST
cannot see the difference between testing on a simulator, or testing a real smart
card. The test architecture could easily be adapted to test real cards by ex-
changing only CREF with a real card and its reader. On the other hand, use of
a simulation platform facilitates easy modification of the applet, e.g., for seeding
errors, as we will see in the next section. Moreover, the use of a simulator has
the advantage that once a test case brings the card in the invalid state, we can
simply restart the simulation instead of reinstalling the applet. To do a lot of
tests in the least amount of time, we deliberately avoided the transition to the
invalid state with GAST.

6 Results

We tested the simple purse applet described in Sect. 2 with the test tool GAST
in the test architecture of Fig. 2. Many test runs were performed, first during
the development of the applet and its specification, and later with a couple of
mutants. The results of these tests are described in this section.

During testing several differences between the applet and its specification did
show up. Most differences could be accounted for by the applet, which did not
always faithfully implement the model. But also the specification was changed
on a few occasions, mainly because it was not clear, or not complete, on certain
points.

12



6.1 Experiences during development

The formal model and the applet were simultaneously developed in an incremen-
tal way. Starting with a very trivial applet (to try out the framework described
in the previous section), functionality was added to both the applet and the
model until the semi-realistic purse application described in Sect. 2 was realized.

During this process GAST was applied to several incarnations of the applet
and the model, yielding some interesting inconsistencies between applet and
model. Some typical issues that were found are:

— Initially, class bytes and instruction bytes were chosen, for the actual inputs
for the applet, that were not allowed according to the ISO-7816 specification
(yet these seem to work fine on actual Java Cards).

— Some checks for non-negativity, which are implicit in the model, and for
maximum balance were not included in the applet.

— When the wrong pin-code was entered, the applet would internally change
its state correctly, but fail to report this. Instead, a normal acknowledgment
was sent back to the terminal.

— In the applet the tries counter was not set back to zero by the reset
command.

— The model would increment the tries counter, even after it had reached 5.
This caused an overflow in the model. This overflow was not present in the
applet, otherwise we might have missed it completely.

These issues show that implementing a (relatively simple) Java Card applet
in an incremental way is far from trivial. Having two different persons develop-
ing the applet and its specification, and having automatic testing for checking
compliance between them, turns out to be very useful.

After some iterations, no more errors could be found by our testing tool. The
resulting applet is considered to be bug-free. Running GAST on this final applet
yielded the following result:

20,000,000 test paths used,
testing terminated,

19,316,244 rejected,

0 tests truncated,

in total 683,757 paths executed,
2,455,843 transitions.

The test paths above are the input sequences generated by GAST. Such a path
is rejected if it cannot completely be executed by the specification. No inputs
of a rejected path are applied to the applet, because the prefixes of the path
that do successfully run through the specification have already been generated
before by GAST. This is due to GAST’s systematic generation of test paths from
short to long. A test path is truncated when the next input of that path cannot
be handled by the specification in the current state. This does not occur in our
specification because it is deterministic.
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Our testing tool ran for 1:45 h. on a 1400 megahertz PC. Only ten percent of
its time was spent generating test paths and analyzing results. It appears that
fifty percent of the time was used by Windows for communication between GAST
and the simulator. The other forty percent is used by the simulator to run the
applet. This strengthens our belief that GAST is an efficient test generation tool.

6.2 Mutant testing

The results given above show that applying GAST helps to find errors during
development. A more systematic way to investigate the testing power of the
GAST system uses mutants. Starting from the ideal (assumed to be correct)
applet we inject typical programming errors into the applet, and analyze how
long it takes for GAST to find these.

1. The first mutant differs from the ideal applet in the code dealing with the
setValue command. The check on whether value is at most MAXVALUE is
left out.

2. The second mutant differs from the ideal applet in the code dealing with the
credit command. The comparison n > (MAXVALUE — value) is replaced with
the comparison (n 4+ value) > MAXVALUE. (The sub-expression n + value
can overflow, leading to a negative balance, even if both n and value are
positive.)

3. The third mutant differs from the ideal applet in the code dealing with the
debit command. The check on whether the amount to be debited n is smaller
than the actual balance value is left out.

4. The fourth mutant differs from the ideal applet in the code dealing with the
authenticate command. The tries counter tries is not reset to zero, after
successful authentication.

5. The fifth mutant differs from the ideal applet in the code dealing with the
reset command. The tries counter tries is not reset to zero during a reset.

The results of the tests are in the table below. It shows the number of test
events that took place, the number of test paths that were actually applied to
the applet, the total number of generated paths by GAST, and the time it took
to run the test. To speed-up the testing, not all generated test sequences are
actually applied, as explained above: each path is checked against the CLEAN
specification, and rejected if the specification returns an empty list of states.

mutant|test events|paths|generated|time|comments
1 166| 33 173| 0.4s|automatic
2 40676| 7629| 749701|71.0s|automatic
3 78| 22 118| 0.2s|automatic
4 1086| 60 460| 1.4s|guided
5 41704| 6918 96386|66.0s|automatic

GAST was able to show the presence of errors in three mutants without any
help. It needed guidance on the other two mutants, in order to find a counter
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example within a limit of 100000 generated tests. The counter examples found
by GAST are listed in the table below.

mutant|counter example
1 |setValue(12567)
2 setValue (MAXVALUE), authenticate(pin), credit(32767)
3 setValue(0), debit(1)
4 setValue(0), authenticate(wrong pin),
authenticate(wrong pin), authenticate(wrong pin),
authenticate(wrong pin), authenticate(pin), credit(100),
authenticate(wrong pin), getvalue(), authenticate(pin)
5 |setValue(2436), authenticate(wrong pin), authenticate(pin)

At first, it looked like GAST could not find the error in mutant 2. Even
worse, a manually devised test path, setValue(1), authenticate(pin), cre-
dit(32767), getvalue(), did not find the possible overflow error present in the
mutant. It turned out that GAST rejected the test path because, according to
the model, getvalue() is not valid in the Authenticated state. This, in turn,
is caused by the fact that GAST stays in the Authenticated state after the
input credit (32767), because 1 + 32767 > MAXVALUE. Removing getvalue ()
from the devised test path allowed GAST to detect the error using the devised
test path. Since many test paths are rejected by GAST because they contain
inopportune input events, it becomes unlikely® that this specific test path would
be one of the 100,000 generated test paths. We changed the generation of pin
numbers to include the correct pin more often and added MAXVALUE and 32767
to the generated numbers, which also enabled GAST to find the error, without
further guidance.

Although similar to mutant 5, GAST was not able to find the error in mutant
4. This seems to be caused by the sparseness of longer test paths within the
given 100,000 limit. When we guided GAST towards the state were the error
should show up, it did detect a difference between the model and the mutant.
The similar error in mutant 5 was detected because the reset () transition is
taken before executing every test path. Guiding GAST by adding the initial
path setValue(0), authenticate(wrong pin), authenticate(wrong pin),
authenticate(wrong pin), authenticate(wrong pin), authenticate(pin),
credit (1) to all generated test paths did help.

When GAST would more often generate longer test paths, the probability of
detecting the errors in mutants 2 and 4 would increase. But this would nullify
a nice property of GAST: it always yields a short path that leads to the error.
The latter feature did help a lot when investigating the differences between the
model and the applet during development. Another option is to let GAST run
longer and do more tests. We did not have the opportunity to run tests for days
at a time, and, unfortunately, we do not have a good estimate of the expected
time needed by GAST to find the errors.

3 Note that numeric values and pin numbers are randomly chosen and change from
one test run to the other.
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Nonetheless, GAST was able to find counter examples for 4 out of 5 mutants
in a very short time. It found errors in all of the mutants after some mutant
specific guidance was given for mutant 4.

7 Related Work

In [dBMO0] the authors use UML specifications, which are translated into La-
beled Transition Systems to serve as input for the TGV tool [JJ02]. Instead of
an on-the-fly execution, TGV needs an additional test purpose to generate test
cases. This generation process is also named on-the-fly, but does not mean an
on-the-fly execution of test cases like in our case. The authors created a tool to
automate the generation of test purposes based on common testing strategies.
The generated test cases are finally translated into Java code which communi-
cates with the applet and executes the test. The main difference to our approach
is that we execute tests on-the-fly without the need for additional test purposes.
This makes testing a lot easier and allows for a continuously running test exe-
cution which explores the (usually infinite) state space of the system under test
(SUT). Still it is possible to guide the test case generation, as seen in the previ-
ous section. Another issue is that TGV does not treat data symbolically, which
can easily lead to a state space explosion when dealing with large data domains.
Because we generate test cases on-the-fly based on the (symbolic) EFSM, this
problem does not occur.

To add a symbolic treatment of data, the authors of [CJRZ01] use Input/Out-
put Symbolic Transition Systems and the corresponding theory described in
[RBJ00]. The basic approach is similar to TGV, hence also here test purposes
are needed. The authors have not yet implemented a tool to automate their
generation, but suggest a coverage based approach. The test automation is done
via a translation to C++ code which is linked with the implementation. This
restricts the SUT to be a C++ class with a compatible interface. Therefore
testing real cards is not straightforward.

In [PPST03] the tool AutoFocus [HSSS96] is used to test smart cards. It
models systems as a collection of communicating components. Instead of building
on a formal conformance relation like TGV does, common testing strategies
are used as a base for test case generation. They can basically be divided into
functional, structural and statistical test case specifications. After the test cases
are generated they are executed on a real card.

For a general introduction into these formal test tools, see [BFS04].

Rather than testing properties of the SUT, its implementation (i.e., the Java
Card applet) can also be formally verified. Testing and verification are comple-
mentary techniques to check the correctness of systems, as explained in Sect. 1.
A common technique used for verifying Java Card applets is to prove their cor-
rectness with respect to a specification in the Java Modeling Language (JML).
State-based specifications similar to the one in Fig. 1 can uniformly be trans-
lated to JML specifications as shown in [HOPO03]. The resulting annotated Java
Card applet can then be verified using one of the many JML tools [BCCT03],
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for instance, the ESCJava2 static analyzer [CKO04]. Most Java Card applets are
small enough to even attempt a formal correctness-proof using the Loop tool, as
demonstrated in [JOWO04].

8 Conclusion and Future Work

We have presented an approach to automate the testing of Java Card applets
using the test tool GAST. The test case derivation is based on a Statechart spec-
ification of the applet under test. Such a specification can directly be translated
into a corresponding GAST specification, and, in principle, there is no problem
in completely automating this translation. Tests were completely automatically
derived, executed, and analyzed. The feasibility of the approach was shown, and
discrepancies between the formal specification and its Java Card implementation
were successfully detected.

The direct translation from the Statechart model to the GAST specification,
and the on-the-fly execution of the test cases enable the developer to already
start with automatic testing of the applet in the early stages of development. The
co-development of the formal model and the implementation, and the facility
to do automatic tests, has shown to be very useful. Both the code and the
specification have evolved simultaneously, vastly improving the quality of the
applet, and leading to a complete and reliable specification. Such a specification
delivers further insight on how to specify similar cases, and can henceforth serve
as a pattern for these.

The tested mutants, representing certain fault models of typical programming
errors, have increased our confidence in the error detecting power of the GAST
algorithm. Nevertheless, we are planning to also use other test tools, e.g., the
ioco-based tool TorX [Tre96,TB03], in order to compare, and to obtain insight
in each tools’ weak and strong points.

Another future goal is to extend the case study in different aspects, such as
considering more complex applets, testing applets on real cards, and testing ad-
vanced aspects like the integration, interference, and feature interaction between
different loaded applets on one card.

Finally, it will be interesting to compare the testing approach with the formal
verification approach, e.g., using JML, to see how far we can get in unifying ver-
ification and testing techniques into one common framework, and to investigate
the precise shape of their complementarity.
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